Ex 3. : What is the probability that a leap year selected at
random will contain 53 wednesdays? W.B.U. Tech. 2002, 2007

Soln : A leap year contains 366 days. 366 days = 52 full wee,
+ two days (i) Monday and Tuesday (ii) Tuesday and Wednesda
(i11) Wednesday and Thrusday (iv) Thrusday and Friday (v) Frlda
and Saturday (vi) Saturday and Sunday (vii) Sunday and Monday

Therefore a leapyear will contain 53 Wednesday if one of the
extra two days are Wednesdays.

. the required probability

Favourable no of cases
Total no of cases

)
7

Ex 4. : If A and B are two events such that P(A) = P(B) = 1,
thcn show that P(A U B) = 1 and PANB)=1 |

Soln : P(A UB) =P(A) + P(B) - P(A N B)
=1+ 1-PA N B)
=2 -PANB) oo, (i)

Now P(ANB)<1
= -P(ANB)2-1
=2-P(ANB)22-1=1
=P(AUB)21
But P(A UB)<1
P(A UB) =1
P(A UB)=2 - P(ANB) | '
= P(ANB)=2 - P(A UB)
| =2-1=]

Ex 5. : Show that the probability of ‘occurence of only one of
the events A and B is P(A) + P(B) - 2P(A N B)



Sol : The event that the occurence of only one of the events

\ and B 1s
(A-B)U (B - A) £
= (AN B U@BNAY) i
Now P{(A N B9 U ( B N A%} oB
= P(A N B + PB N A°) .o (i)

[~ (A N B and (B N A°) are mutually exclusive
Now A = (AN B9) U (A NB) ‘

P(A) = P(A N B°) + P(A N B)
[~ (A N B and (A N B) are mutually exclusive events]

P(A N B%) = P(A) - P(A 1 B)
similarly P(A°(1B) = P(B) - P(AN B)
putting these values in (1) we get
P{(A N B9 U BNA)} =P@A)-P@A N B) + P(B) - P(A N B)

= P(A) + P(B) - 2P(A N B) Proved.

Ex 6. : A bag contain 9 white and 4 black balls. If 6 balls are drawn at
that 3 are white and 3 are black.

hndom, what is the probability
Sol : 6 balls can be chosen from 13 balls in “c, ways.
- Total number of cases = e,
3 white balls can be chosen fro
3 balcks balls can be chosen from 4 blacks balls in

- favourable number of cases =

m 9 white balls in °c, ways.
‘c, ways.

9 4
03X C3

9C3 X 4C3
3 =

~. the required probability = —T3_
6

28

el —
—

143
Ex 7. : When two dice are thrownm, find the pro
sum of the points OB the dice is 7 OF 8.

Ans. Here sample space is

s =@, 1) 1 2 (1, 3), (L, 4, a, 5, 1, 6, 2 D, @ 2),

@ 3), @ 4, 2, 5. 2 0 3, D, G (2‘: 23) ?5) (11; ?5) (23; ?5) (33,

6), (4, 1), 4, 2), 4 3), (4, &) (4 5 (h 0 © 1 S5 )
@ 0, ¢ 2, @ 3 6, 4), (6, 5), (6 6)}

i(s’ 4, (5, 5), (5, 6), © 1), (6, 2),

bability that the



Ex 12. : The number 1, 2, ...... n are arranged in random order.
What is the probability that the numbers 1 and 2 are always
together? -



Soln : n numbers can be arranged in |_r_1 ways.
. total number of cases |_n

Total number of cases where 1 and 2 are always together is

[2x[n-1

. |_2x n-1
. the required probability = - E

_2
n

Ex 13. : The integers x andy are choosen at random with
replacement from the set of natural numbers {1, 2, ..., 9}. Find the
probability that |x? — y? is divisible by 2.

Soln : Two numbers x and y can be chooscn at random with
replacement from 9 numbers in 9% ways.

. total numbner of cases = 9

[x2 — y?| will be divisible by 2 if x and y are both even or x
and y are both odd. ‘ :

Let A be the event that “x and y are both even”

and B be the event that “x and y are both odd”

NowA contains 42 event points

B contains 5% event points

- P(A U B) = P(A) + P(B) [~ A(1B = 0]

2 2
Now P(A) = gf, P(B)= %,

PaUp = S+
_41
81



Sl

grample 60}1\(’:??:::;; g;iali:;"fpg p bf{ ing furns to shoot a target. Ods in favour of A hitting
the targe © 2 and the odds in favour of B hitting the target (in a single try)

. te the 1] MNi
are 4 2 3. Calculate the probability of A winning the competition if he gets the first chance to shoot.
. p(A) = Probability of A hitting = _3 _ 3
golut1o™: P(A) ¥ 5= 3% 2 5’
P(B) = Probability of B hitting = —% _ _ 4
4+3 " 7

.. Probability of A winning
= P(A hits in first turn) + P(A fails, B fails, A hits)
+ P(A fails, B fails, A fails, B fails, A hits) + ...

- s GEEEGRRR)E) -

2
= i"-l+i+(i) #..0=3|_1 _|_335_ 2
5 35 \35 5 6 | 529 29

i

pxample 61. A ba'H is drawn from an urn containing one red ball and one black ball. If the ball drawn
is red, a coin is tossed; if it is black, a die is thrown. What is the probability of

(i) each outcome
(ii) getting a head
(iti) getting an even number?

Solution. (i) When the ball drawn is red (R) a coin is tossed. It may
come up heads (H) or tails (T), and the outcomes are RH, RT.
As the red ball can be drawn with equal probability as the

\
black ball, P(R) = P(B) = 7.
. 0 I e
. P(RH) = Tt —4,P(RT)— e tairn
Similarly, when the ball drawn is black, a die is thrown, and the outcomes are B1, B2,
B3, B4, B5, B6. The probability of each of these is %x% = % as shown by tree diagram

also.
Hence, the sample space is S = {RH, RT, Bl, B2, B3, B4, B5, B6}, and the respective
1 1 1 1 1 1 1

probabilities of these outcomes are %, T IR IR I VA T I TN
(ii) The case favourable to the event “getting a head” is {RH} only, so required probability

1

— Z‘
(ifi) The cases favourable to the event “getting an even number” are {B2, B4, B6}, so required
1 1 3

o 1 23 _1
probability = -E+—1—5+1—2— 7 - 4«‘



4 THE LAW OF TOTAL PROBABILITY
IfE;, Eys E3/ o E, are mutually exclusive and exhaustive events associated with a sample
space S of a random experiment and A is any event associated with S, then

P(A) = P(E) P(AIE) + P(E) P(AIE,) + ... + P(E,) P(AIE,).

Proof. Since E;, E,, ..., E, are mutually exclusive and exhaustive events of S, therefore,
S=EUEUE; ... VE, |
where E; N E; = ¢ for i # j.

NowA = ANS=AN(E, VE,VE, ... VE)

= (ANE)VANE)UANE,) ...ANE) ...(3)
Also AN E; and A N E; are subsets of E; and E, respectively
and it is known that E; N E; = ¢ for i # j, it follows that A N E,

and A N E; are disjoint 7.e. mutually exclusive for i #j, 1, j = 1,

2,3, .., n. z
From (i), we get .
P(A) = P(A NE) + P(ANE,) + PANE,) + ... + (A NE,).
By using multiplication rule of probability, we get
P(A) = P(E, P(AIE,) + P(E,) P(AIE,)) + ... + P(E)) P(AIE)).




Example 2. Two-thirds of the students of a class are boys and the rest are girls. It is knoyy, that

probability of a girl getting a first class marks in Council’s Exam 15 04 and a boy getting fir e
marks is 0.35. Find the probability that a student chosen at random will get first class marks ;,, Exan

Solution. Let E,, E, and A be the events defined as follows :
E, = a boy is chosen, PlAIE

E, = a girl is chosen and n £ =03
24, 1
A = the student gets first class marks.z/ /- 8 -t
1
Then P(E,) = % and P(Ep) = .
Note that E, and E, are mutually exclusive and % . PAIE,
2 =04

exhaustive events. .
P(AIE,) = probability of a boy getting first class
marks

B _7
0.35 = To—o-—zo and

probability of a girl getting first class marks

P(A |E,)

4 2

= Jd= =%

10 5 y
By using law of total probability, we get
P(A) = P(E,) P(AIE)) + P(E,) P(AIE,)

297 ., 127 2 _ 1
3’20 35 30 15 30




Ea AT el

Example 6. A fair die is rolled. If 1 turns up, a ball is picked up at _random from bag A. If2or3 b
up, a ball is picked up from bag B. If 4, 5 or 6 turns up, a ball is picked up from bag C. B,

3 red and 2 white balls; bag B contains 3 red and 4 white balls; bag C contains 4 red gng ,’J.g u‘j‘h?:’en;a;ns
The die is rolled, a bag is selected and a ball is drawn. Find the probability that a red gy is dr;:ul:'
Solution. Let E,, E,, E; and A be the events defined as follows : >
E, = bag A is picked up,
E, = bag B is picked up,
E; = bag C is picked up and
A = ared ball is drawn from the selected bag.

Then PE,) = 2, P(E,) = % and P(E,) = %
Note that E,, E, and E, are mutually exclusive and exhaustive events.

P(AIE,) = probability of drawing a red ball from bag A = 2

'gr
P(AIE) = 2 and P(AIE,) = i;- (as shown in tree diagram)
PAIE,) = 2
1 =
_ 3
. . PAIE) = 2
B — s E,
C
3 PAIE) = 4
- E, .

By using law of total probability, we get

P(A) = P(E) P(AIE) + P(E,) P(A|E,) + P(E,) P(A|E,)

13 23 34 1 1 2
iz h=.=pl S o1 -2
65 67 69 10+7+9
- 63+90+140 293

630 T 630"




An urn contains m white balls and n black balls. A ball is drawn at +

; ! andom and iS Putb
into e urn along with k additional balls of the same colour. A ball is again d a

. . rawn at rangyy, Sthk
that the probability of drawing a white ball does not depend on k. w
Solution. Let E;, E, and A be the events defined as follows :
E; = white ball is drawn from the urn in first draw,
E, = black ball is drawn from the urn in first draw and
A =

again white ball is drawn from the urn in second draw.
As the urn contains m white and n black balls,

m n

P(E) = s and P(E,) = ——

Note that E, and E, are mutually exclusive and exhaustive events,
P(AIE

1) = probability of drawing a white ball from the urn in second draw after
putting k additional white balls into the urn
m+k
m+n+k and
P(AIE,) = probability of drawing a white ball from the urn in second draw after 3
putting k additional black balls into the urn
_ m

»
m+n+k’
Using the law of total probability, we get

P(A) = P(E) P(AIE) + P(E,) P(AIE,)
m m+k
m+n m+n+k

n m
m+n m+n+k

m? + mk + mn _ mm+n+k)
(m+n)(m+n+—k§_(m+n)(m+n+k)

m

= = P(E,). "
. m+n ¢ de pend on i~
/ ,Hence, the probability of drawing a white ball from the urn does no

[ . A




10.5 BAYE'S THEOREM | |
IfEy Eys Esr v E, are mutually exclusive and exhaustive events associated with g ygp
exp;rimzent and A is any event associated with the experiment, then L

P(E;) P(A|E)) . )
— £ : ’ Where ! = 1’ 2’ 3’ sy n-
PE|A) = TpE) PAIE) '

Proof. By the law of total probability, we have
P(A) = P(E) P(AIE) + P(E,)) P(AIEy) + ... + P(E,) P(AIE)
_ $P(E) P(AIE)
Also by multiplication law of probability, we have
P(A NE) = P(A) P(E;|A) = P(E) P(AIE), i=1,23, ..., 1

L pEIA) = DEIPAIE) g 03 n

P(A)
- P(El-) P(AlEi) o
= P(E,|A) = SPE)PATE)’ i=123, ..., n (by using (1)

The probabilitg./ P(Eil A) means finding the probability of event E; given that event A has
occurred. Probability P(E)) was already known — so it was a priori probability. P(E;|A)isto
be calculated after the knowledge that event A has happened —so it is called posterion
probability.

MFOJHSXTS‘PI& Suppose that in a factory, 60% prbduct are. manufactured by ma@e
: % by machine M,. Machine M, produces 1% defective items and machir®

M, produces 2% defective items, and let
E, = event that product is manufactured by machine M,

E, = event that product is manufactured by machine M, and
A = event that product is defective.




iven information, W€ have

| cl;(fil) . probabilif}’f we can calculate that the probability of a product being
From law
defective _ P(E,).P(AIEy) + P(E)) -P(AIE |

P(A) L 001) + (040) (0.02) = 0.006 + 0.008 = 0.014

= (0.60) (
ucts of the factory are de
pens i.e. if we pick up a pr
lity that it was manufacture
products are manufactu

fective.

oduct and find that it is defective, P(E,| A)
d by machine M,. You may think that
red by machine M,. However,

Thus, 1.4% prod
If the event A hap

- di babi
.ns finding the pro
;1?5 0% as we are gIven that 60%

according toO Bayes’ theorem,
_ P(E,).P(A/E;)
PEA) = ) P(A/E,) + PE,)-PIA/E,)

(0.60)(0.01) ___ 0.006 _3 ;. 43% approximately.
(0.60)(0.01) + (0.40)(0.02) 0.006 + 0.008 7

Thus if we pick up a product, there is 60% chance that it came from machine M,; and 40%
hance that it came from machine M,. However, when we examine the product and find it
to be defective — we revise our probabilities (from P(E,) to P(E, | A) etc.) and say that there
is 437 chance that this product came from machine M, and 57% chance that it came from
machine M,,. Thus, a priori probability of 60% is revised to posteriori probability 43% with the

erz:d:@onal information that the product is defective. This is what real life is all about. When we
ceive additional information, we revise our first opinions.



In answering a question on a multiple choice test, a student either knows the answer o

guesses. Let > be the probability that he knows the answer. Assuming that the student who gesst
T 4

at the answer will be correct with a probablhty —, what is the probablhty that he knew the answer

given that he answered it correctly?



gtion. Let E, E, and A be the events defined as follows :

ol
5 E, = student knows the answer,

student guesses the answer and

1
E, =
the student has answered the question correctly.

A =
3 3 _1

1 4 ( 2) 4 1
P(student answered the question correctly given that

\}(A |E,) =
he knows the answer)

1 and
P(student answered the question correctly given that

_PAIE)
* he guesses the answer)
1

Then

Il

—
== —

- 4
We want to ﬁQg/P(EI | A) = probability that the selected student knew the answer correctly.

By Baye’s theorem, we have
P(E,)P(A | E;)

P(E;IA) = BE)P(AIE,) +P(E,) P(AEy)
3
4
§.1+
4

3 12

1~ 1 13
= SdF=
4 4

Il
(L[S Rt



<

, There are &wo groyp s of Subjfzcts, one of which consists of 5 Science and 3 Engineering
subjects; and the other consists Of 3 .SCIEHCE and 5 Engineering subjects. An unbiased die is rolled.
[Fnumber 1 or 6 turn up, a subject is selected at random from the first group, otherwise a subject is

glected from the second group. If ultimately an Engineering subject is selected, then find the
mobability that it is selected from second group. -

wution. Let E;, E, and A be the events defined as follows :
E, = die turns up with number 1 or 6 i.e. selecting first group of subjects
E, = die turns up with number 2, 3, 4 or 5 i.e. selecting second group of subjects and

A = Engineering subject is selected.

Then P(El) = —= 3 and P(Ez) = = —,
: 3
PAIE,) = P(selecting Engineering subject from first group) = 5

' 5
P(AIE?.) = P(selecting Engineering subject from second group) = =

We want to fing P(E, | A).
Y Baye's theorem, we have
P(E,) P(AE;)

P(EZIA) = P(El)p(AlE1)+P(E2)P(AIEZ)
2 9
3's _10
T 13,25 13
3'8 38



Bag | contains 4 red and 5 black balls and bag I contains 3 red and 4 black balls. One ball
om bag I to bag 11 and then two balls are drawn at random (without replacement) from

g r's’trﬂﬂsfme drawn are both found to be black. Find the probability that the transferred ball was

The balls SO
plac™ t Ey E; and A be the events defined as follows :
golt E. = red ball is transferred from bag I to bag II,
E, = black ball is transferred from bag I to bag II and
A = two black balls has been drawn from bag 18
As the bag I contains 4 red and 5 black balls,

4 5
2 P(El) = g, P(EZ) == §'
when E; has occurred i.e. when a red ball has been transferred from bag I to bag II, then
pag 1I has 4 red and 4 black balls.
P(A|E,) = probability of drawing 2 black balls from bag II when E, has occurred
ic, 4.3 12 _3
b— b4 = —,
8C, 1.2 8.7 14
When E, has occurred i.e. when a black ball has been transferred from bag I to bag 11, then
bag II has 3 red and 5 black balls.
P(AIE,) = probability of drawing 2 black balls from bag Il when E, has occurred
C, 54 _12 5
= X i
8c, 1.2 8.7 14
We want to find P(E, | A).
By Baye’s theorem, we get

P(E,|A) =

P(E,) P(A|E,)
P(E,) P(AIE,) +P(E,) P(ATE)

=% _ 25 _25
5 5 12+25 37
9'14




balls are distributed in four boxes as follows :

Colour
Box | White |  Red Blue
I 3 4 5 6
11 2 2 2 2
il 1 2 3 1
3 1 5
L v 4 _
A box is selected at random and a ball is drawn. If the colour of the ball i black, why i e
probability that ball drawn is from the box I1I?

Solution. Let E,, E,, E,, E, and A be the events defined as follows :
E; = box I is chosen,
E; = box 1I is chosen,
E; = box Il is chosen,
E, = box IV is chosen and

A = ball draw is black.
As a box is selected at random,

P(E) = PE) = PE) = P(E) = 1.
Box I contains 3 black, 4 white, 5 red and 6 blue balls, so
the total number of

‘allsinbox1=3+4+5+6=18.
P(AIEI) =

probability of drawing a black ball when E, has occurred ie. drawing
a black ball from box 1
_ 3 1
— 1——-3.
Stmilarly, PAIE) = 2=1 PAIE) = 1 and P(aig) - 4
y: ¥ T 3T ¥y = 7 an ¢ 13
By using law of total probability,
_ 11,11 11,1 4
P(A) = LP(E) P(AIE) = et e o
2 1(1 .1 1 4\ 1 182 +273 +156+336 _ 947
= z[—6~+—4-+?+-ﬁ)—-z. 12 % 91 48 x 91
We want to find P(E,| A).
By Baye's theorem, we have :
11
P(E,1A) = PE)PAIE) 77

1, 48%91 _ 156
P(A) 947 T 87 Toa7 W7




. A man is known to speak truth 3 oy
w:;;‘}‘iﬂd the probability that it is actually q six,
s, Let E,, E, and A be the events defined as follows :

E, = die shows six i.e. six has occurred,

of 4 times. He throws a die and reports that it is a

E, = die does not show six i.e. six has not occurred and
A = the man reports that six has occurred.
we wish to calculate the probability that six has actually occurred given that the man reports
hat six occurs ie. P(E; | A). |

1
Now,  P(E) = = P(E) = 2,
P(AIE,) = probability that the man reports that six occurs given that six has
occurred ‘

= probability that the man is speaking the truth = % and
P(A1E,) = probability that the man reports that six occurs given that six has not
occurred
1
probability that the man does not speak truth = T

By Bayes’ theorem, we have :

P(E,|A) = P(E,) P(A | E;)

P(E,) P(A | E;) +P(E;) P(AIE;)
1 3

.2
==

o | o™ |

'g ,
1 3
Y —t —.—
6 4 4



. ds is lost. From the remainin
_ i from a pack of 52 cards 1 e g cards of
fm:i4 ;:er fo{’md 1o be both clubs. Find the probability of the Jost Ca?'dfbei:, pack, p,
wHh

. E. and A be the events defined as follows : S dyp,
2

Jution. Let E.
; E, = lost card is of clubs,

E, = lost card is not of clubs and
A = two cards drawn are both of clubs.
13 39 3

1 : _39_3
Then P(E) = 5 = 2nd PE) = 55 =7

When one card is lost, number of remaining cards in the pack = 51.

When E, has occured i.. a card of clubs is lost, then the probability of drawing 2
12c

=2

clubs from the remaining pack = — o

12
o PAIE) = 51C2 _L2u 1.2 _ 2

C, 1.2 51.50 425 _—
When E, has occurred i.e. when a card of clubs is not lost, then the probability of ¢

13 C2

2 cards of clubs from the remaining pack = EiteN
e &}

’

X — .
C, 1.2 T 51.50 425
We want to find P(E,/A).

By Baye’s theorem, we have :

13 :
so PAIE)= ——2-13.12 1.2 _ 2

P(E,A) = P(E;)P(A | E;)
P(E\)P(A | Ey) + P(E,) P(A | E,)
122
= 4 425 _2 22 _ 11

e
—_—

22+78 100 50 i
i’

1 2 372 ~

4 05" g s



Random Variables and
Probability Distributions

[21] RANDOM VARIABLES
Suppose that to each..poi_m o'f a sample space we assign a number. We then have aﬁmctt'cn defined on thc.; ;
sample space. This function is called a random variable (or stochastic variable) or more precisely a random

function (stochastic function). It is usually denoted by a capital letter such as:X or Y. In: general; a random
variable has some specified physical, geometrical, or other significance. a

Example 21  Suppose that a coin is tossed twice so that the sample space is § = (HH, HT, TH, TT}. Let
X represent the number of heads that can come up. With each sample point we can associate a number for |
X as shown in Table 2.1. Thus, for example, in the case of HH (i.e., 2 heads), X = 2 while for TH (1 head), |

X = 1. It follows that X is a random variable. . e Bl T byar 2 N

It should be noted that many other random
variables could also be defined on this sample

space, for example, the square of the number of Sample Point HH HT TH 'n’
heads or the number of heads minus the number - .y« .. .9, 1 -
of tails. : b2 28

A random variable that takes on a finite or countably infinite number of values (see page 4) is called a -
discrete random variable while one, which takes-on a noncountably, infinite number of values is céIIed‘a
nondiscrete random variable. - - - it ' o Bhe e R R

/

22| DISCRETE PROBABILITY DISTRIBUTIONS - i

Let X be a discrete random variable, and suppg;se that the 156's§ible values that it can assume are given'b}fxl; X5,
X3, ..., arranged in some order. Suppose also that these values are §s§gmed with probabilitieshgivq‘n_ by - -

; CPX=x)=f06) 2 I P » &acsh D
It is convenient to introduce the probability function, also referred to as probability distribution, given by

PX=x)=f(x) ' e
For x = x,, this reduces to (1) while for other values of x; f(x) = 0. B gt
In general, f (x) is a probability. function if {ods
I. f(x)=20

2. ¥ flx) =1 ST

where thé sum in 2 is taken over all possible values of x.



random variable X of Exam;l:{ff

EXan " Find the probability function corresponding to the
Assummg that the coin is fair, we have

1 -.1 P =—l-
P(HH) = 'Z P(HT) = y P(TH)--4 (I7) )

Then
P(X=0)= P(TT) = —

' A 16,1 . 4
P(X=1) = PHT U TH) = P(HT) + PO = 7+ 7 =7

1
P(X =2) = P(HH) = 2
The probability function is thus given by Table 22

The cumulative distribution function, or briefly the distribution function, for a random variable X is defined
by i ; - ! i 4

.F(x)=P(XSx) ' s - (3)

where x is any real number, i.e., —20o < x < oo,
The distribution function F(x) has the following properties:
1. F(x) is nondecreasing [i.e., F(x) < F(y) if x < y].

2. lim F(x) =0; lim F(x) =1.
X0 / X—hoo aly 1

3. Flx)is continuous from the righi [i.e., ;,lil(l)l+ F(x+h) = F(x) for all x].-

DISTRIBUTION FUNCTIONS FOR DISCRETE RANDOM VARIABLES

The distribution function for a discrete random variable X can be obtained from its probability function by
noting that, for all x in (—ee, c0), ; ; .

Fls) = PX $.2) = ,Z.f(u) - | B
usx ' | - i
where the sum is taken over all values « taken on by X for which u < x.

If X takes on only a ﬁmtc number of values x;, x,, ..., x,, then the distribution function is given by

TO —o<x<x

f(x). X SXEx . | £ s
F)=1f)+f(x)  xySx<x : | )

O+ 4 f(x,) X, Sx<eoo



(0 —<o<x<0
1 <y <
Foy= 1% 0-1.7(1
1 1<x<2
‘ l 2<x<eo
(b) The graph of F(x) is shown in Fig. 2.1.
Fx)
1T N i
L1
3 '}4
4| | r_J
1] 18
2 2
: : | '
1 l
Y11
4
. : 1 [
0f I 2 x

“The follbwing things -.about the above aisuibuﬁoq functi(;n, which are true in general, should be noted. -
1. The magnitudes of the jumps at 0, 1, 2 are % ; % : % which are precisely the probabilities in Table 2.2.

This fact enables one to obtain the probability function from the distribution function.
2. Because of the appearance of the graph of Fig. 2.1, it is often called a staircase function or step
function. The value of the function at an integer is obtained from the higher step; thus the value at 1 is
% and not % . This is expressed mathematically by stating that the distribution function is continuous
from the right at 0, 1, 2. _ _
3. As we proceed from left to right (i.e. going upstairs), the distribution function either remains the same
or increases, taking on values from O to 1. Because of this, it is said to be a monotonically increasing

Junction.

It is clear from the above remarks and the properties of distribution functions that the probability function
of a discrete random variable can be obtained from the distribution function by noting that '

f@)= F(x)— lﬂll_ F(u) Kl 6)



