4 THE LAW OF TOTAL PROBABILITY
IfE;, Eys E3/ o E, are mutually exclusive and exhaustive events associated with a sample
space S of a random experiment and A is any event associated with S, then

P(A) = P(E) P(AIE) + P(E) P(AIE,) + ... + P(E,) P(AIE,).

Proof. Since E;, E,, ..., E, are mutually exclusive and exhaustive events of S, therefore,
S=EUEUE; ... VE, |
where E; N E; = ¢ for i # j.

NowA = ANS=AN(E, VE,VE, ... VE)

= (ANE)VANE)UANE,) ...ANE) ...(3)
Also AN E; and A N E; are subsets of E; and E, respectively
and it is known that E; N E; = ¢ for i # j, it follows that A N E,

and A N E; are disjoint 7.e. mutually exclusive for i #j, 1, j = 1,

2,3, .., n. z
From (i), we get .
P(A) = P(A NE) + P(ANE,) + PANE,) + ... + (A NE,).
By using multiplication rule of probability, we get
P(A) = P(E, P(AIE,) + P(E,) P(AIE,)) + ... + P(E)) P(AIE)).




Example 2. Two-thirds of the students of a class are boys and the rest are girls. It is knoyy, that

probability of a girl getting a first class marks in Council’s Exam 15 04 and a boy getting fir e
marks is 0.35. Find the probability that a student chosen at random will get first class marks ;,, Exan

Solution. Let E,, E, and A be the events defined as follows :
E, = a boy is chosen, PlAIE

E, = a girl is chosen and n £ =03
24, 1
A = the student gets first class marks.z/ /- 8 -t
1
Then P(E,) = % and P(Ep) = .
Note that E, and E, are mutually exclusive and % . PAIE,
2 =04

exhaustive events. .
P(AIE,) = probability of a boy getting first class
marks

B _7
0.35 = To—o-—zo and

probability of a girl getting first class marks

P(A |E,)

4 2

= Jd= =%

10 5 y
By using law of total probability, we get
P(A) = P(E,) P(AIE)) + P(E,) P(AIE,)

297 ., 127 2 _ 1
3’20 35 30 15 30
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Example 6. A fair die is rolled. If 1 turns up, a ball is picked up at _random from bag A. If2or3 b
up, a ball is picked up from bag B. If 4, 5 or 6 turns up, a ball is picked up from bag C. B,

3 red and 2 white balls; bag B contains 3 red and 4 white balls; bag C contains 4 red gng ,’J.g u‘j‘h?:’en;a;ns
The die is rolled, a bag is selected and a ball is drawn. Find the probability that a red gy is dr;:ul:'
Solution. Let E,, E,, E; and A be the events defined as follows : >
E, = bag A is picked up,
E, = bag B is picked up,
E; = bag C is picked up and
A = ared ball is drawn from the selected bag.

Then PE,) = 2, P(E,) = % and P(E,) = %
Note that E,, E, and E, are mutually exclusive and exhaustive events.

P(AIE,) = probability of drawing a red ball from bag A = 2

'gr
P(AIE) = 2 and P(AIE,) = i;- (as shown in tree diagram)
PAIE,) = 2
1 =
_ 3
. . PAIE) = 2
B — s E,
C
3 PAIE) = 4
- E, .

By using law of total probability, we get

P(A) = P(E) P(AIE) + P(E,) P(A|E,) + P(E,) P(A|E,)

13 23 34 1 1 2
iz h=.=pl S o1 -2
65 67 69 10+7+9
- 63+90+140 293

630 T 630"




10.5 BAYE'S THEOREM | |
IfEy Eys Esr v E, are mutually exclusive and exhaustive events associated with g ygp
exp;rimzent and A is any event associated with the experiment, then L

P(E;) P(A|E)) . )
— £ : ’ Where ! = 1’ 2’ 3’ sy n-
PE|A) = TpE) PAIE) '

Proof. By the law of total probability, we have
P(A) = P(E) P(AIE) + P(E,)) P(AIEy) + ... + P(E,) P(AIE)
_ $P(E) P(AIE)
Also by multiplication law of probability, we have
P(A NE) = P(A) P(E;|A) = P(E) P(AIE), i=1,23, ..., 1

L pEIA) = DEIPAIE) g 03 n

P(A)
- P(El-) P(AlEi) o
= P(E,|A) = SPE)PATE)’ i=123, ..., n (by using (1)

The probabilitg./ P(Eil A) means finding the probability of event E; given that event A has
occurred. Probability P(E)) was already known — so it was a priori probability. P(E;|A)isto
be calculated after the knowledge that event A has happened —so it is called posterion
probability.

MFOJHSXTS‘PI& Suppose that in a factory, 60% prbduct are. manufactured by ma@e
: % by machine M,. Machine M, produces 1% defective items and machir®

M, produces 2% defective items, and let
E, = event that product is manufactured by machine M,

E, = event that product is manufactured by machine M, and
A = event that product is defective.




. A man is known to speak truth 3 oy
w:;;‘}‘iﬂd the probability that it is actually q six,
s, Let E,, E, and A be the events defined as follows :

E, = die shows six i.e. six has occurred,

of 4 times. He throws a die and reports that it is a

E, = die does not show six i.e. six has not occurred and
A = the man reports that six has occurred.
we wish to calculate the probability that six has actually occurred given that the man reports
hat six occurs ie. P(E; | A). |

1
Now,  P(E) = = P(E) = 2,
P(AIE,) = probability that the man reports that six occurs given that six has
occurred ‘

= probability that the man is speaking the truth = % and
P(A1E,) = probability that the man reports that six occurs given that six has not
occurred
1
probability that the man does not speak truth = T

By Bayes’ theorem, we have :

P(E,|A) = P(E,) P(A | E;)

P(E,) P(A | E;) +P(E;) P(AIE;)
1 3

.2
==

o | o™ |

'g ,
1 3
Y —t —.—
6 4 4



balls are distributed in four boxes as follows :

Colour
Box | White |  Red Blue
I 3 4 5 6
11 2 2 2 2
il 1 2 3 1
3 1 5
L v 4 _
A box is selected at random and a ball is drawn. If the colour of the ball i black, why i e
probability that ball drawn is from the box I1I?

Solution. Let E,, E,, E,, E, and A be the events defined as follows :
E; = box I is chosen,
E; = box 1I is chosen,
E; = box Il is chosen,
E, = box IV is chosen and

A = ball draw is black.
As a box is selected at random,

P(E) = PE) = PE) = P(E) = 1.
Box I contains 3 black, 4 white, 5 red and 6 blue balls, so
the total number of

‘allsinbox1=3+4+5+6=18.
P(AIEI) =

probability of drawing a black ball when E, has occurred ie. drawing
a black ball from box 1
_ 3 1
— 1——-3.
Stmilarly, PAIE) = 2=1 PAIE) = 1 and P(aig) - 4
y: ¥ T 3T ¥y = 7 an ¢ 13
By using law of total probability,
_ 11,11 11,1 4
P(A) = LP(E) P(AIE) = et e o
2 1(1 .1 1 4\ 1 182 +273 +156+336 _ 947
= z[—6~+—4-+?+-ﬁ)—-z. 12 % 91 48 x 91
We want to find P(E,| A).
By Baye's theorem, we have :
11
P(E,1A) = PE)PAIE) 77

1, 48%91 _ 156
P(A) 947 T 87 Toa7 W7




Random Variables and
Probability Distributions

[21] RANDOM VARIABLES
Suppose that to each..poi_m o'f a sample space we assign a number. We then have aﬁmctt'cn defined on thc.; ;
sample space. This function is called a random variable (or stochastic variable) or more precisely a random

function (stochastic function). It is usually denoted by a capital letter such as:X or Y. In: general; a random
variable has some specified physical, geometrical, or other significance. a

Example 21  Suppose that a coin is tossed twice so that the sample space is § = (HH, HT, TH, TT}. Let
X represent the number of heads that can come up. With each sample point we can associate a number for |
X as shown in Table 2.1. Thus, for example, in the case of HH (i.e., 2 heads), X = 2 while for TH (1 head), |

X = 1. It follows that X is a random variable. . e Bl T byar 2 N

It should be noted that many other random
variables could also be defined on this sample

space, for example, the square of the number of Sample Point HH HT TH 'n’
heads or the number of heads minus the number - .y« .. .9, 1 -
of tails. : b2 28

A random variable that takes on a finite or countably infinite number of values (see page 4) is called a -
discrete random variable while one, which takes-on a noncountably, infinite number of values is céIIed‘a
nondiscrete random variable. - - - it ' o Bhe e R R

/

22| DISCRETE PROBABILITY DISTRIBUTIONS - i

Let X be a discrete random variable, and suppg;se that the 156's§ible values that it can assume are given'b}fxl; X5,
X3, ..., arranged in some order. Suppose also that these values are §s§gmed with probabilitieshgivq‘n_ by - -

; CPX=x)=f06) 2 I P » &acsh D
It is convenient to introduce the probability function, also referred to as probability distribution, given by

PX=x)=f(x) ' e
For x = x,, this reduces to (1) while for other values of x; f(x) = 0. B gt
In general, f (x) is a probability. function if {ods
I. f(x)=20

2. ¥ flx) =1 ST

where thé sum in 2 is taken over all possible values of x.



random variable X of Exam;l:{ff

EXan " Find the probability function corresponding to the
Assummg that the coin is fair, we have

1 -.1 P =—l-
P(HH) = 'Z P(HT) = y P(TH)--4 (I7) )

Then
P(X=0)= P(TT) = —

' A 16,1 . 4
P(X=1) = PHT U TH) = P(HT) + PO = 7+ 7 =7

1
P(X =2) = P(HH) = 2
The probability function is thus given by Table 22

The cumulative distribution function, or briefly the distribution function, for a random variable X is defined
by i ; - ! i 4

.F(x)=P(XSx) ' s - (3)

where x is any real number, i.e., —20o < x < oo,
The distribution function F(x) has the following properties:
1. F(x) is nondecreasing [i.e., F(x) < F(y) if x < y].

2. lim F(x) =0; lim F(x) =1.
X0 / X—hoo aly 1

3. Flx)is continuous from the righi [i.e., ;,lil(l)l+ F(x+h) = F(x) for all x].-

DISTRIBUTION FUNCTIONS FOR DISCRETE RANDOM VARIABLES

The distribution function for a discrete random variable X can be obtained from its probability function by
noting that, for all x in (—ee, c0), ; ; .

Fls) = PX $.2) = ,Z.f(u) - | B
usx ' | - i
where the sum is taken over all values « taken on by X for which u < x.

If X takes on only a ﬁmtc number of values x;, x,, ..., x,, then the distribution function is given by

TO —o<x<x

f(x). X SXEx . | £ s
F)=1f)+f(x)  xySx<x : | )

O+ 4 f(x,) X, Sx<eoo



(0 —<o<x<0
1 <y <
Foy= 1% 0-1.7(1
1 1<x<2
‘ l 2<x<eo
(b) The graph of F(x) is shown in Fig. 2.1.
Fx)
1T N i
L1
3 '}4
4| | r_J
1] 18
2 2
: : | '
1 l
Y11
4
. : 1 [
0f I 2 x

“The follbwing things -.about the above aisuibuﬁoq functi(;n, which are true in general, should be noted. -
1. The magnitudes of the jumps at 0, 1, 2 are % ; % : % which are precisely the probabilities in Table 2.2.

This fact enables one to obtain the probability function from the distribution function.
2. Because of the appearance of the graph of Fig. 2.1, it is often called a staircase function or step
function. The value of the function at an integer is obtained from the higher step; thus the value at 1 is
% and not % . This is expressed mathematically by stating that the distribution function is continuous
from the right at 0, 1, 2. _ _
3. As we proceed from left to right (i.e. going upstairs), the distribution function either remains the same
or increases, taking on values from O to 1. Because of this, it is said to be a monotonically increasing

Junction.

It is clear from the above remarks and the properties of distribution functions that the probability function
of a discrete random variable can be obtained from the distribution function by noting that '

f@)= F(x)— lﬂll_ F(u) Kl 6)
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E-*_ 25* (a) Find the constant c¢ such that the functlon
2 .
| ' cx? 0<x<3
| . f@—& |

: otherwise

is a density function, and (b) compute P(1 < X <2). |
(2) Since f (x) satisfies Property 1 if ¢ > 0, it must satisfy Property 2 in order to be a density function. Now

:

2 Cx33 i
[T feax= jadx_—— =9c |
3 '0' :
andsimemismnstequall,ﬁrehavec=lf9.:; L,

21 » »|> 8 . .1 1
1<X<D=| "Pdx=—] =———===—=" " -
O ) 19" 2T 2927 W i

In case f(x) is continuous, which we shall assume unless otherwise stated, the probability that X is equal to
any particular value is zero. In such case we can replace either or both of the signs < in (8) by <. Thus, in

Exa[rq)lc 23,




P(1sX<2)=P(1 SX<2)=__P(1<XS2)=P(1 <X<2)= -277

m1‘~ (a) Find the distribution funct:on for the random variable of Example 2.5. (b) Use the result
| of (a) to find P(1 < x £2).

(a) We have

Fo)=PX<)= " fu)du
If x<0, then F(x) =0.If 0 € x < 3, then

| 2
F(x) = g frL
() = jf(“) gufiu = e
If x 2 3, then , : ¥ 1 i
F(‘)*I f(“)d""'J f(u) du —I ~u2du+I 0 du =1

Thus the required distribution funcuon is

0 x<0
F(x) = £N7 0Sx<3
| x23

Note that F(x) increases monotonically from 0 to 1 as is required for a distribution function. It should also
be noted that F(x) in th:s case is continuous.

(b) We have
P(1<X<2) = P(st)—P(XSl)
= F2) - F(l)
2P 1
27 21 27

as in Example 2.5. _ _
~ The probability that X is between x and x + Ax is given by

Ax e TN ‘
Paes<X<x+A)= [ f@du - ©)
50 that if Ax is small, we . have approximately | ) |
| P(x<X<x+Ax) =f@a N ¢ !
We also see from (7) on dlﬁ‘erennanng both sides that
dF(x) —-f() ' (1

at 311 pomts where f (x) is continuous; ie., the denvanve of the distribution functmn is the density funcnon

----- S g AR EeTR -—— = a



